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[1] How to predict the year-to-year variation of the east Asian summer monsoon (EASM)
is one of the most challenging and important tasks in climate prediction. It has been
recognized that the EASM variations are intimately but not exclusively linked to the
development and decay of El Nifio or La Nifla. Here we present observed evidence and
numerical experiment results to show that anomalous North Atlantic Oscillation (NAO) in
spring (April—May) can induce a tripole sea surface temperature pattern in the North
Atlantic that persists into ensuing summer and excite downstream development of
subpolar teleconnections across the northern Eurasia, which raises (or lowers) the pressure
over the Ural Mountain and the Okhotsk Sea. The latter strengthens (or weakens) the east
Asian subtropical front (Meiyu-Baiu-Changma), leading to a strong (or weak) EASM.
An empirical model is established to predict the EASM strength by combination of the
El Nifio—Southern Oscillation (ENSO) and spring NAO. Hindcast is performed for the
1979-2006 period, which shows a hindcast prediction skill that is comparable to the

14 state-of-the-art multimodel ensemble hindcast. Since all these predictors can be readily

monitored in real time, this empirical model provides a real time forecast tool.

Citation: Wu, Z., B. Wang, J. Li, and F.-F. Jin (2009), An empirical seasonal prediction model of the east Asian summer monsoon
using ENSO and NAO, J. Geophys. Res., 114, D18120, doi:10.1029/2009JD011733.

1. Introduction

[2] The poor simulation of the Indian monsoon was noted
by many previous studies [e.g., Sperber and Palmer, 1996;
Gadgil and Sajani, 1998; Wang et al., 2004], yet the east
Asian summer monsoon (EASM) has only recently been
revealed as a major challenge in numerical simulation [Kang
et al., 2002; Wang et al., 2004] and seasonal prediction
[e.g., Chang, 2004; Wang et al., 2005; Wu and Li, 2008].
The multimodel ensemble (MME) is generally better than
any single model prediction [Doblas-Reyes et al., 2000;
Palmer et al., 2000; Krishnamurti et al., 1999], providing
an effective way to aggregate and synthesize multimodel
forecasts [Wang et al., 2008a]. However, examination of the
ensemble of five state-of-the-art atmospheric general circu-
lation models’ (AGCMs) 20-year (1979—1998) hindcast
experiment indicates that the ensemble skill of these models
remains very low in forecasting the EASM [Wang et al.,
2005]. Therefore, determination of the predictability of the
EASM and identification of the sources of predictability are
of central importance to seasonal prediction of the EASM
and associated uncertainties [Wang et al., 2008b].

[3] It has been generally recognized that the EASM
experiences strong interannual variations associated with
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the El Niflo—Southern Oscillation (ENSO) [e.g., Fu and
Teng, 1988; Weng et al., 1999, Wang et al., 2000, 2008c;
Chang et al., 2000a, 2000b; Yang and Lau, 2006]. In the
last 30 years, the dominant empirical orthogonal function
mode indicates that an enhanced east Asian subtropical
front and abundant Meiyu occur during the summer when
El Nifio decays [Wang et al., 2008c]. Why is there a
“delayed” response of the EASM to ENSO in the ensuing
summer when sea surface temperature (SST) anomalies
disappear in the tropical eastern central Pacific? Wang et
al. [2000] pointed out that the interaction between the off-
equatorial moist atmospheric Rossby waves and the under-
lying SST anomalies in the western Pacific warm pool
region can “prolong” the impacts of ENSO from its mature
phase to decaying phase and causes a “delayed” response
of the EASM to ENSO. Nevertheless, since the EASM has
complex spatial and temporal structures that encompass
tropics, subtropics, and midlatitudes, its variability is influ-
enced not only by the variations originated from the tropics
(i.e., ENSO) [e.g., Chen and Chang, 1980; Huang and Lu,
1989; Wu et al., 2000; Ding, 2004; Ninomiya, 2004; Wu et
al., 2006], but also by those from the midlatitudes to high
latitudes [e.g., Enomoto et al., 2003; Wu et al., 2006; He et
al., 2006; Ding and Wang, 2007].

[4] North Atlantic Oscillation (NAO) is a large-scale
seesaw in atmospheric mass between the subtropical high
and the polar low [e.g., Walker and Bliss, 1932; Bjerknes,
1964; van Loon and Rogers, 1978; Wallace and Gutzler,
1981; Barnston and Livezey, 1987; Li and Wang, 2003].
Trenberth et al. [2005] suggested that the Northern Hemi-
sphere annual mode and associated NAO is the third most
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important pattern of global atmospheric mass interannual
variability. A few studies have already noticed that NAO
may affect Asian climate. Chang et al. [2001] suggested
that the weakening Indian monsoon rainfall-ENSO rela-
tionship since 1970s is most likely due to strengthened
NAO on the interdecadal time scale. Watanabe [2004]
found that NAO signals are relatively confined to the
Euro-Atlantic sector in December while it extends toward
east Asia and the North Pacific in February on the interannual
time scale.

[5] Although NAO signals associated with the North
Atlantic storm track tend to be weakened from spring to
summer [Lau and Nath, 1991, Jin et al., 2006a, 2006b], it is
still not clear whether spring (April—-May) NAO can affect
variations of the EASM or not. If so, how does it work and
to what extent does it contribute to the seasonal prediction
of the EASM? In this paper we attempt to answer these
questions.

[6] In section 2, we describe the data sets and the
numerical model used in this study. The distinctive rainfall
and circulation structures of a strong EASM is briefly
described in section 3 as background information. The
statistical relationship among spring NAO, North Atlantic
SSTs, and the EASM is manifested in section 4. Section 5
investigates the possible physical mechanism on how spring
NAO affects the EASM variations. In section 6, an empir-
ical model is established to forecast the strength of the
EASM based on ENSO and spring NAO, and a hindcast is
performed for the 1979—-2006 period. In section 7, the main
conclusions are summarized, and some outstanding issues
are discussed.

2. Data and Model

[7] The main data sets employed in this study include
(1) monthly precipitation data from the global land pre-
cipitation reconstruction over land (PREC/L) data for the
1979-2006 period gridded at 1.0° x 1.0° resolution [Chen
et al., 2002]; (2) monthly circulation data, gridded at 2.5° x
2.5° resolution, taken from the National Centers for Envi-
ronmental Prediction—Department of Energy reanalysis
[Kanamitsu et al., 2002]; and (3) the Nifio3.4 SST index
calculated from the improved Extended Reconstructed SST
Version 2 (ERSST V2) [Smith and Reynolds, 2004]. In this
study, summer (June, July, and August (JJA)) mean anoma-
lies are defined by the deviation of JJA mean from the long-
term (1979-2006) mean climatology, and spring refers to
April-May.

[8] All the numerical experiments presented in this paper
are based on a dry spectral primitive equation model
developed by Hoskins and Simmons [1975]. The version
used here differs from the original in some details [Simmons
and Burridge, 1981; Roads, 1987; Lin and Derome, 1996;
Marshall and Molteni, 1993; Hall, 2000]. The resolution
used here is triangular 31, with 10 equally spaced sigma
levels. An important feature of this model is that it uses a
time-averaged forcing calculated empirically from observed
daily data. By computing the dynamical terms of the model,
together with a linear damping, with daily global analyses
and averaging in time, the residual term for each time
tendency equation is obtained as the forcing. This forcing,
thus, includes all processes that are not resolved by the
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model’s dynamics such as diabatic heating (including latent
heat release related to the transient eddies) and the deviation
of dissipative processes from linear damping. The model
has no orography, so the forcing also mimics the time mean
orographic forcing. Because of its simplicity in physics, it
is referred to as a ‘“‘simple general circulation model”
(SGCM). The advantage of this SGCM model is that
dynamical mechanisms are more easily isolated, and since
the model used is computationally cheap, many experiments
can be performed. The limitation of this approach is that the
physical parameterizations present in general circulation
models are replaced by empirically derived terms, so some
potentially important physical feedback mechanisms may
be absent from our analysis. As shown by Hall [2000], this
model is able to reproduce remarkably realistic stationary
planetary waves and the broad climatological characteristics
of the transients are in general agreement with observations.

3. Structure of Rainfall and Circulations
Associated With a Strong EASM

[v] The EASM is a distinctive component of the Asian
climate system [Zhu, 1934; Tu and Huang, 1944; Chen and
Chang, 1980; Tao and Chen, 1987; Lau et al., 1988; Ding,
1992; Wang et al., 2001; Li and Zeng, 2002; Wang and Li,
2004] because of unique tectonic forcing, including the
huge thermal contrasts between the world’s largest conti-
nent, Eurasia, and the largest ocean basin, the Pacific, and
strong dynamic and thermodynamic influence of the world’s
highest land feature, the Tibetan Plateau. The EASM has
characteristic features in both rainfall distribution and asso-
ciated large-scale circulation systems [e.g., Wang et al.,
2008c].

[10] To quantitatively measure the strength of the EASM,
a unified index, namely, the reversed Wang and Fan [1999]
index (EASMI), is employed in this study. Wang et al.
[2008c] compared 25 existing EASM indices and found this
index has the best performance in capturing the total
variance of the precipitation and three-dimensional circula-
tion over east Asia, and it is nearly identical to the leading
principal component of the EASM. The EASMI is defined
by the U850 averaged in (22.5-32.5°N, 110—140°E) minus
U850 in (5—-15°N, 90—130°E) (red boxes in Figure 1),
where U850 denotes the zonal wind at 850 hPa.

[11] Figure 1 presents JJA regressed precipitation to the
EASMI. The rainfall distribution associated with the EASM
shows a meridional tripole pattern with dry anomalies over
the northern South China Sea (SCS) and Philippine Sea (the
intertropical convergence zone or monsoon trough) and
enhanced precipitation along the Yangtze River valley to
southern Japan (the prevailing subtropical front) and over
the Maritime Continent. Note that the EASMI highlights
the significance of the Meiyu-Baiu-Changma rainfall in
gauging the strength of the EASM because the Meiyu-
Baiu-Changma rainfall, which is produced in the primary
rain-bearing system, the east Asian subtropical front, better
represents the variability of the EASM circulation system
[Wang et al., 2008c]. As such, the EASMI reverses the
traditional Chinese meaning of a strong EASM which
corresponds to a deficient Meiyu. The new definition is
consistent with the meaning used in other monsoon regions
worldwide where abundant rainfall within the major local
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JJUA regressed precipitation rate to the EASMI
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Figure 1. Anomalous summer (JJA) mean precipitation
rate (color shading, see scale at right) that is regressed to the
EASM index (EASMI). The precipitation data used are
derived from PREC/L [Chen et al., 2002] for the period of
1979-2006. The EASMI is an inverse Wang-Fan index
[Wang and Fan, 1999; Wang et al., 2008c] and is defined as
the 850 hPa area-averaged zonal wind difference between
the two red boxes (the north box minus the south box).

rain-bearing monsoon system is considered to be a strong
monsoon [Wang et al., 2008c].

[12] Figure 2 displays the anomalous global circulation
structure accompanying a strong EASM. At 850 hPa, a
prominent feature over east Asia is the anomalous subtrop-
ical high with enhanced southwesterly winds on its north-
west flank prevailing from South China to the middle and
lower reaches of the Yangtze River and southern Japan
and strengthened easterly anomalies between 5° and 20°N
(Figure 2a). A negative geopotential high anomaly belt
controls the Meiyu-Baiu-Changma frontal area, which
implies a strengthened east Asian subtropical front. A similar
feature exists at 500 hPa over east Asia (Figure 2b), which
is consistent with the suppressed rainfall anomaly over the
northern SCS and Philippine Sea and abundant subtropical
frontal rainfall (Figure 1). At 200 hPa, a large-scale anti-
cyclone anomaly covers south China and expands eastward,
and a cyclonic anomaly is over the Philippines and extending
eastward (Figure 2c). The western Pacific subtropical high
basically exhibits a baroclinic structure.

[13] It should be emphasized that in Figure 2, an Atlantic-
Eurasian wave train of a barotropic structure controls the
midlatitudes to high latitudes north of 50°N, extending from
the North Atlantic to the Okhotsk Sea. Associated with
this wave train pattern, three positive geopotential height
anomaly centers are located at the North Atlantic, the Ural
Mountains, and the Okhotsk Sea. Many previous studies
already noticed that the blocking highs near the Ural
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Mountain and the Okhotsk Sea can have important effects
on the EASM [e.g., National Climate Center of China
(NCQO), 1998; Yang, 2001; Li and Ding, 2004; Ding and
Sikka, 2006]. This wave train pattern is different from the
circumglobal teleconnection wave train pattern documented
by Ding and Wang [2005]. The latter is associated with
Indian summer monsoon. What triggers the Atlantic-
Eurasian wave train? We will address this issue in section 5.

[14] On the basis of the above results, the EASM may be
influenced not only by climate anomalies originated from
the tropics but also by those from the midlatitudes to high
latitudes in the Northern Hemisphere.

4. Spring NAO, North Atlantic SSTs, and EASM

[15] To further investigate the relationship between the
EASM and spring NAO, we calculated correlation coeffi-
cients between the EASMI and the NAO index (NAOI) in

JJA regressed H and winds to the EASMI
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Figure 2. Anomalous summer (JJA) mean geopotential
high (H) (contours in units of m), and winds (arrows,
see scale at bottom right) that are regressed to the EASMI at
(a) 850 hPa, (b) 500 hPa, and (c) 200 hPa, respectively.
Only the winds significant at the 95% confidence level are
plotted.
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Time series of the spring NAOI and the EASMI
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Figure 3. Time series of the EASMI and the spring (April—May) North Atlantic Oscillation (NAO)
index (NAOI) [Li and Wang, 2003] for the 1979—-2006 period. For convenience of comparison, the sign
of NAOI is reversed. The correlation coefficient (R) between the EASMI and the spring NAOI is 0.56.

the six preceding months. The NAOI used in this study is
defined as the difference in the normalized monthly sea
level pressure (SLP) zonal-averaged over the North Atlantic
sector from 80°W to 30°E between 35°N and 65°N [Li and
Wang, 2003]. Through a systematic comparison of NAO
indices, Li and Wang [2003] recommended that this NAOI
provides a much more faithful and optimal representation of
the spatial-temporal variability associated with the NAO,
and it is also very simple.

[16] We found that the spring (April-May) NAOI has
best correlation with the EASM. Figure 3 shows time series
of the EASMI and the spring NAOI. The correlation
coefficient reaches 0.56 for the period of 1979-2006, which
is statistically significant at 99% confidence level based on
a Student’s ¢ test. Note that for comparison, the sign of the
spring NAOI in Figure 3 was reversed. The correlation

coefficients between the two indices reach 0.7 and 0.52 on
decadal trend and interannual time scales, respectively, all
exceeding 95% confidence level. It indicates that the spring
NAO is highly related to the EASM not only on a decadal
trend time scale but also on an interannual time scale.

[17] Figure 4a displays the correlation pattern between
the EASMI and spring SLP, which resembles a similar
pattern with that between the spring NAOI and spring
SLP (Figure 4b). Their pattern correlation coefficient reaches
0.81, beyond 99% confidence level. Significant negative
correlation values are centered along the southeastern coast
of North America, extending eastward, while significant
positive values prevail in the high latitudes around Iceland.
It suggests that anomalously weak spring NAO usually
yields a precursory signal for a high EASMI summer and
vice versa.

Correlations between the EASMI (spring NAOI) and spring SLP

(a) EASMI vs. spring SLP

>
% 2

o =
o

Sow

(b) spring NAOI vs. spring SLP

Figure 4. Correlation maps between sea level pressure (SLP) during the preceding spring (April—May)
and (a) the JJA EASMI and (b) the spring NAOI. The dark (light) shading areas represent statistically
significant positive (negative) correlation at 95% confidence interval.
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(a) EASMI vs. April SST
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Figure 5. (a—c) Correlation maps between the JJA EASMI and North Atlantic sea surface temperature
(SST) anomalies from the preceding April through the following JJA. The dark (light) shadings are
significant positive (negative) correlation areas exceeding 95% confidence level. (d—f) The same as top
except for the spring (April—-May) NAOI. For comparison, the sign of NAOI is reversed.

[18] Since the atmosphere (or NAO), on its own, lacks the
mechanisms to generate predictable variations, potential
predictability of such fluctuations can only arise from
coupled mechanisms that involve low boundary forcing
such as SST [Namias, 1959, 1965; Charney and Shukla,
1981; Shukla, 1998]. Figure 5 shows SST correlation
patterns with the EASMI and the spring NAOI from the
preceding spring through the following summer. A pro-
nounced feature is that the EASM and the spring NAO
share a similar set of SST correlation patterns in the North
Atlantic, i.e., a tripole pattern, which persists from the
preceding spring through the following summer. Watanabe
et al. [1999] and Pan [2005] found that such a North
Atlantic tripole SST pattern is induced by anomalous NAO
in boreal winter. According to the result in Figure 5, the
tripole pattern is also likely to emerge in boreal spring if
NAO anomalies occur. Furthermore, such a pattern is a
relevant precursor for the EASM anomalies, which implies
that it might contribute to the EASM variations. To quan-
titatively depict the tripole pattern during boreal summer, a
simple tripole SST index (SSTI) is defined as the difference
between the sum of averaged SST in two positive correla-
tion boxes and averaged SST in the negative correlation box
(positive domain minus negative domain). The tripole SSTI

exhibits a nearly consistent variability with the EASMI,
their correlation coefficient reaching 0.62 beyond 99%
confidence level.

[19] From the above statistical analysis, the linkage among
spring NAO, the North Atlantic SST anomalies, and the
EASM may be summarized as the following: spring NAO
anomalies are usually associated with a tripole SST anomaly
pattern in the North Atlantic which can persist from spring
through summer; the summer tripole SST anomalies are
significantly correlated to the EASM variations. However,
the correlations do not warrant any cause and effect.

5. Physical Mechanisms

[20] How can spring NAO affect the EASM? To figure
out this question, first we need to understand why spring
NAO can induce a tripole SST pattern in the North Atlantic.
Then, it should be asked what is responsible for the
persistence of the tripole SST pattern through summer, in
light of the crucial ““bridge” role the tripole pattern plays in
the linkage between spring NAO and the EASM. The last
and most important issue is how the tripole SST anomaly
pattern in the North Atlantic exerts effects on the EASM.

[21] It is generally recognized that NAO is of a baro-
tropical structure and a most distinguished feature associated
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Leadlag correlations (SLP vs. summer tripole SSTI)
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Figure 6. The lead-lag correlation patterns between the SLP and the summer tripole SSTI. The tripole
SSTI leads the SLP by (a) —3, (b) —2, (¢c) —1, (d) 0, (e) 1, and (f) 2 months. The dark (light) shaded arecas
denote significant positive (negative) correlation exceeding 95% confidence level. Note that —3 months
correspond to March—May, —2 months correspond to April—June, and so on.

with a strong (weak) NAO phase is the poleward (equa-
torward) displacement of the North Atlantic storm track
[e.g., Thompson and Wallace, 2000a, 2000b; Trenberth et
al., 2005]. The surface wind speed varies in phase with the
high-level jet stream (not shown); weak spring NAO
phases are usually associated with high surface wind speed
within (30-45°N) and low wind speed within the areas
south of 30°N and north of 45°N and vice versa. For high
(low) sea surface wind speed often favors cold (warm) SST
anomalies by latent heat flux exchange, SST exhibits a
similar pattern (positive correlations within poleward and
equatorward areas and negative correlations in the middle
latitudes) as a response to this tripole surface wind speed
pattern. Therefore, the poleward (equatorward) displace-
ment of the North Atlantic storm track associated with a
strong (weak) NAO phase can account for the North Atlantic
tripole SST pattern in spring just the same as it does in
winter.

[22] Although previous studies found that positive feed-
backs between NAO and tripole SST anomalies can sustain
a tripole SST pattern in the North Atlantic during winter
[Watanabe et al., 1999; Pan, 2005], it is still not clear how
the tripole SST pattern can persist from spring through
summer. To investigate the relevant mechanism, we take the
summer tripole SSTI as a reference and compute the lead-

lag correlation with SLP fields. The results are shown in
Figure 6. The absolute values of the correlation coefficients
reach a maximum at a —2-month lead (Figure 6b), and then it
continuously decreases from a 0-month lead (Figure 6d), to a
2-month lead (Figure 6f). The correlated SLP field from a
—3-month through a —1-month lead (Figures 6a—6c¢) shows
a NAO-like pattern [e.g., Thompson and Wallace, 2000a,
2000b; Li and Wang, 2003]. It indicates that NAO-like
atmospheric anomalies are driving the ocean and producing
a tripole-like SST anomaly pattern. This is similar to the
results in winter [e.g., Deser and Timlin, 1997; Pan, 2005].
However, the NAO-like pattern weakens from a 0-month
through a 2-month lead (Figures 6d—6f), illustrating that the
tripole SST anomalies do not have a significant positive
feedback to summer NAO-like atmosphere anomalies. This
is different from the wintertime situation and has not been
noticed before. It also implies that the persistence of the
tripole SST pattern in summer may be due to the ocean
memory effect.

[23] The assumption that the ocean memory effect plays a
major role in the maintenance of the tripole SST pattern
from spring to summer can be further confirmed by com-
parison of regressed SST patterns with reference to the
summer tripole SSTI between the SST persistent component
and the total SST. The persistent component of the SST,
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JJA regressed SST to the tripole SSTI
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Figure 7. JJA mean SST anomaly patterns regressed to the tripole SSTI for (a) the persistence
component of SST and (b) the total SST. The dark (light) shaded areas represent significant positive
(negative) correlation exceeding 95% confidence level.

SST,, at time ¢ + 1 can be calculated according to the
following formula [Pan, 2005]:

SST, = SST(£)Cov[SST(t + 1), SST(#)]/Var[SST(#)], (1)
where ¢ + 1 and ¢ denote summer and spring, respectively.
Cov and Var represent the covariance and variance, respec-
tively. The regressed SST patterns with reference to the
summer tripole SSTI for the SST persistent component and
the total SST are shown in Figure 7. The dominant pattern of
the SST persistent component (Figure 7a) does not change

200 hPa westerly jet and H anomalies

much compared to that of the total SST (Figure 7b), with the
signal only decreasing slightly by about 10—20%. Thus, the
ocean memory effect should be regarded as the crucial factor
responsible for the persistence of the tripole SST anomaly
pattern from spring to summer. This is different from the
wintertime during which the positive feedbacks between the
NAO and the underneath tripole SST anomalies are essential
for sustaining the tripole SST pattern [e.g., Pan, 2005].

[24] To better understand large-scale circulation features
coupled with the North Atlantic tripole SST anomalies
during summer, Figure 8 presents JJA 200 hPa westerly

assoicated with tripole SST anomalies
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Figure 8. The 200 hPa westerly jet (color shadings in units of m/s) and H anomalies (contours in units
of m) regressed to the tripole SSTI. The westerly jet is obtained through climatological JJA westerlies
plus westerly anomalies regressed to the tripole SSTI.
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Imposed steady tripole SST forcing
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Figure 9. (left) Specified diabatic heating profiles (curves) and (right) SST anomaly pattern (color

shadings) associated with a high tripole SSTI forcing in the numerical experiment with the SGCM. Note
that the sign of a vertical profile is reversed for a negative SST anomaly. Maps for a low tripole SSTI
forcing are mirror images of the plot shown here. TSST stands for the tripole SST.

jet (color shadings) associated with the tripole SST anoma-
lies (the calculation method is shown in Figure 8) and
geopotential high anomalies (contours) regressed to the
tripole SSTI. A noticeable feature is that a systematic wave
train pattern, characterized by three positive height anoma-
lies over the North Atlantic, the Ural Mountain and the
Okhotsk Sea, and two negative ones over western Europe
and Mongolia, prevails along the poleward flank of the
westerly jet. This feature is highly consistent with the wave
train pattern associated the EASM discussed in section 3
(Figure 2c). Such a consistence allows us to interpret it as
the impact of the anomalous tripole SST steady forcing on
the EASM by inducing downstream development of sub-
polar teleconnections across the northern Eurasia.

[25] To further elucidate the effects of an anomalous
North Atlantic tripole SST forcing on the EASM, we
performed numerical experiments with the SGCM described
in section 2. To mimic the diabatic heating effects of a high
tripole SSTI forcing, we imposed two heating sources and
one cooling source; each has an elliptical squared cosine
distribution in latitude and longitude with a vertically
integrated heating rate of 2.5 K/d (Figure 9, right). The
vertical heating profile over the extratropical area is distin-
guished from that over the tropics as shown in Figure 9
(left) [Hall et al., 2001a, 2001b; Lin and Derome, 1996].
Mimicking a low tripole SSTI forcing is the same as
mimicking a high tripole SSTI forcing except for a reversed
sign. To do the sensitivity study, we randomly changed the
profile within the range between the two red (blue) dashed
curves and did 10 integrations, with the average profile to
be the same as the solid curves with empty circles (Figure 9,
left). To make the numerical results more robust, the control
run was integrated for 12 years and the last 10 years’
integration was used to derive a reference state. The
two sensitivity tests were integrated for 10 years each. The

10-year integrations were used to construct a 10-member
ensemble (arithmetic) mean to reduce the uncertainties
arising from differing initial conditions.

[26] Under the North Atlantic tripole SST anomaly forc-
ing, the simulation basically captures the downstream
development of subpolar teleconnections across northern
Eurasia, with the pattern correlation coefficient between the
observation and the simulation reaching 0.25 over the
region north of 50°N and exceeding 99.9% confidence level
(Figure 10). The downstream development of subpolar
teleconnections across northern Eurasia raises (or lowers)
the pressure over the Ural Mountain and the Okhotsk Sea.
When the North Atlantic is in a high (low) tripole SSTI
phase, the corresponding wave train across the northern
Eurasia favors enhancement (weakening) of the blocking
highs over the Ural Mountain and the Okhotsk Sea. As
noted in many previous studies [e.g., NCC, 1998; Yang,
2001; Li and Ding, 2004; Ding and Sikka, 2006], the
blocking highs near the Ural Mountain and the Okhotsk
Sea usually facilitate a strengthened (weakened) east Asian
subtropical front during summer, leading to a strong (weak)
EASM. In such cases, the North Atlantic tripole SST
anomalies are tied to the EASM variations. Note that the
simulation has large discrepancies in the midlatitudes to low
latitudes (south of 50°N), which implies that North Atlantic
tripole SST anomalies cannot well interpret the circulation
variations in the low latitudes and some other factors may
dominate the low-latitude circulations. In fact, circulation
variations over the east Asian low-latitude domain are more
relevant to ENSO, as documented in details by Wang et al.
[2008c]. It should be pointed out that we tried to add ENSO
heating profiles to see whether the whole circulation can be
realistically reproduced, but unfortunately this model has
difficulty in depicting the prolonged influence of ENSO in
the preceding winter (not shown). However, Wang et al.
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SGCM simulation (high minus low tripole SSTI forcing)

80N

(a) Observed 200 hPa H difference

70N 1
60N

50N

40N+

30N f—t— T
0 20E  40E 60E

80E

100E  120E 140E 160E 180

80N

70N4 Y

60N.7

(b) Simulated 150 hPa H difference

50N

4NN

s

30N +— LA M
0  20E 40  60F

80E

100E  120E 140E 160E 180

Figure 10. Comparison between the (a) observed 200 hPa H difference (contours in units of m) and the
(b) simulated 150 hPa H difference (contours in units of m) regarding the high and low tripole SSTI

forcing in summer (high minus low SSTI).

[2000] suggested that the interaction between the off-
equatorial moist atmospheric Rossby waves and the under-
lying SST anomalies in the western Pacific warm pool
region can “prolong” the impacts of ENSO from its mature
phase to decaying phase and causes a “delayed” response
of the EASM to ENSO. This mechanism is also further
verified by the numerical experiments by Lau and Nath
[2006]. Therefore, we do not focus too much on how the
preceding ENSO can influence the EASM variations.

[27] To summarize, anomalous spring NAO can induce a
tripole SST pattern in the North Atlantic which sustains
from spring through summer. The summer tripole SST
anomalies contribute to the downstream development of
subpolar teleconnections across the northern Eurasia, which
enhances (weakens) the high pressure over the Ural Moun-
tain and the Okhotsk Sea. These favor a strengthened

(weakened) east Asian subtropical front, namely, a strong
(weak) EASM.

6. Seasonal Prediction

[28] It has been generally accepted that ENSO is the
dominant predictor for the EASM [e.g., Fu and Teng,
1988; Weng et al., 1999, Wang et al., 2000, 2008c; Chang
et al., 2000a, 2000b; Yang and Lau, 2006]. ENSO affects
the EASM not only on its decay phases but also on the
development phases [Wang et al., 2009]. The results in this
study manifest that the spring NAO provides an additional
physically based predictor for the EASM besides ENSO.
To verify how well the spring NAO contributes to the
prediction skill of the EASM, an empirical seasonal
prediction model is developed using a linear regression
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Figure 11. Comparison of the hindcast EASMI made by the empirical model (with and without NAO)

and by the multimodel ensemble mean of the 14 state-of-the-art models.

method based on spring NAO and ENSO for the period of
1979-2006:

y =7.52 4 0.65(NAOI) + 0.25(ENSOgeyclop) — 0.3 (ENSOgecay )
(2)

where NAOI and ENSOygec,y denote the NAO index value
for April—May and Nifio3.4 index for winter (December—
February (DJF)), respectively. Here, we use ENSOgeveiops
the Niflo3.4 index difference between April-May and
February—March (the former minus the latter), and
ENSOgecay, the Nifio3.4 index in the preceding DJF to
quantitatively measure the ENSO development and decay,
respectively. The relative importance of the predictors to the
overall model is ordered by ENSOgeyeiop (—0.62), ENSOgecay
(0.58), and NAOI (—0.56) in terms of the partial correlations
in parentheses. The correlation between the simulation and
the observation of the EASMI is 0.79.

[29] Note that we tried just using the change in the
Nifio3.4 index in (April-May) minus (February—March)
(or March—May minus DJF, etc.) to quantify both ENSO
decay and development, and the established empirical
model had lower prediction skill than the current one.
Although there is a significant correlation between the
Nifio3.4 index in December—February and the change in
the index in (April-May) minus (February—March), they
are not exactly same. Figure 3 of Wang et al. [2008c] may
explain the reason. The Nifio3.4 index in December—
February has the highest correlation with the first leading
mode of the EASM, but poorly correlated with the second
mode, while the change in the Nifio3.4 index in (April—May)
minus (February—March) correlated well with both modes.
Therefore, the change in the Nifio3.4 index (April-May)
minus (February—March) and the Nifio3.4 index in DJF are
complementary to each other. Nevertheless, there might be a
better way to quantify the ENSO decay and development.

[30] To test the predictive capability of the empirical
model, the cross-validation method [Michaelsen, 1987] is
performed to hindcast the EASMI (1979-2006). To warrant

the hindcast result robust, we choose a leaving-seven-out
strategy [Blockeel and Struyf, 2002]. The relevant proce-
dures are as follows: the cross-validation method systemat-
ically deletes 7 year from the period 1979—-2006, derives a
forecast model from the remaining years, and tests it on the
deleted cases. Note that the choice of leaving seven out is
not random. Blockeel and Struyf [2002] suggested that
randomly choosing 20—30% of the data to be in a test data
and the remainder as a training set for performing regression
can prevent over fitting or wasting data. In our paper, 25%
of the whole hindcast period (28 years) equals to 7 years.
That is why we choose a leaving-seven-out strategy. The
cross-validated estimates of the EASMI are shown in
Figure 11. The correlation coefficient between the observa-
tion (black line in Figure 11) and the 28-year cross-validated
estimates of the empirical model (red line in Figure 11) is
0.69. If we established the prediction model without the
NAO included and did the same hindcast (green line in
Figure 11), the correlation coefficient between the observa-
tion and the 28-year cross-validated estimates would be 0.5.
It indicates that the NAO does significantly improve the
seasonal prediction skill of the empirical model. For com-
parison, we also presented the observation and the MME
hindcast (1980—-2001) of the 14 state-of-the-art dynamic
models participated in the Climate Prediction and Its
Application to Society project. The hindcast of the new
empirical model and that of the MME (blue line in Figure 11)
are both in general agreement with the observation. The
correlation coefficient between the observation and the
22-year MME hindcast is 0.74. The root-mean-square
errors for the empirical model and the MME are 0.74 and
1.5, both comparable to the observed variance (being 1.0)
and the empirical model better than the MME.

[31] It has been generally recognized that the MME is
better than any single model prediction and increasing
ensemble number of AGCMs can produce a better predic-
tion skill [Doblas-Reyes et al., 2000; Palmer et al., 2000;
Krishnamurti et al., 1999]. Although the empirical model is
very simple, it can generate a comparative skill with the 14
state-of-the-art dynamic models MME. Since the predictors
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can be easily monitored in real time, this empirical model
can be applied in practical forecast without relying on
preforecasted SST.

7. Summary and Discussion

[32] The seasonal prediction of the EASM rainfall is of
central importance, as it affects a quarter of world’s popu-
lation. The attempt to predict the east Asian monsoon
variation started 75 years ago [e.g., Zhu, 1934; Tu and
Huang, 1944], and it has become a focal issue in recent
years [Wang et al., 2004, 2005; Wu and Li, 2008]. Previous
research works point out that the EASM variations are
intimately linked to the development and decay of El Nifio
or La Nifia [e.g., Wang et al., 2008c, 2009]. Nevertheless,
since the EASM encompasses tropics, subtropics, and
midlatitudes, it is not only influenced by the climate and
weather systems originated from the tropics but also those
from midlatitudes to high latitudes [e.g., Enomoto et al.,
2003; Wu et al., 2006; He et al., 2006; Ding and Wang,
2007].

[33] This paper presents observed evidence and numerical
experiment results to show that spring NAO can exert
effects on the EASM, which has never been noticed before.
Anomalous spring NAO can induce a tripole SST pattern in
the North Atlantic which sustains from spring through
summer. No significant feedbacks have been observed in
summer between the tripole SST pattern and NAO-like
atmosphere anomalies and the persistence of the tripole
SST pattern is basically due to the ocean memory effect.
Numerical experiments with the SGCM [e.g., Hoskins and
Simmons, 1975; Lin and Derome, 1996] further reveal that
the North Atlantic tripole SST anomalies in summer may
contribute to the downstream development of subpolar
teleconnections across the northern Eurasia, which enhances
(weakens) the high over the Ural Mountain and the Okhotsk
Sea. These favor a strengthened (weakened) east Asian
subtropical front, resulting in a strong (weak) EASM. In
such cases, variability of the spring NAO is tied to the
EASM variability.

[34] The intimate linkage between spring NAO and the
EASM provides another physical background to facilitate
seasonal prediction of the EASM. On the basis of the above
results, an empirical model is established to predict the
EASM strength by the combination of ENSO and spring
NAO. Hindcast is performed for the 1979-2006 period,
which shows a comparative prediction skill with the MME
hindcast of 14 start-of-the-art models. Since all these
predictors are monitored in real time before the summer
monsoon, this empirical model can be readily applied in
practical forecast.

[35] How to quantify the ENSO impacts might need
further investigations. In this study, we used the change in
the Nifio3.4 index in (April-May) minus (February—
March) and the DJF Nifno3.4 index to quantify ENSO
development and decay, respectively. However, there might
be a better way to quantify the ENSO phases. If so, the
prediction skill of the empirical model might get even better.

[36] This seasonal prediction scenario is based on the
seasonal mean time scale and the EASM dominant mode is
assumed to be stable. However, many climate extreme
events occur on a subseasonal time scale. Can this scenario
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predict the subseasonal events? If not, what are the sources
of predictability for the subseasonal extreme events?
Moreover, if the EASM leading mode changes over time,
the predictors and relevant mechanisms may change,
correspondingly. These are still open questions for future
investigations.
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